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DEEP LEARNING APPROACHES FOR BIG DATA ANALYTICS: 

OPPORTUNITIES, ISSUES AND RESEARCH DIRECTIONS 

 

Abstract. Over the last few years, Deep learning has begun to play an important role in analytics solutions 

of Big Data. Deep learning is one of the most active research fields in machine learning community. It has gained 

unprecedented achievements in fields such as computer vision, natural language processing and speech 

recognition. The ability of deep learning to extract high-level complex abstractions and data examples, especially 

unsupervised data from large volume data, makes it attractive a valuable tool for Big Data analytics. In this paper, 

discuss the challenges posed by Big Data analysis. Next, presented typical deep learning models, which are the 

most widely used for Big Data analysis and feature learning. Finally, have been outlined some open issues and 

research trends. 
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Nowely, Deep learning and Big Data are the very 

interrelated research areas in the science and 

engineering domains. Big Data is defined as digital data 

that is difficult or impossible to manage and analyze 

with traditional software tools and technologies [1]. 

Analyzing of data and obtaining knowledge and useful 

information from them is very important for making 

motivated decisions in organizations, new scientific 

revelations, national security and healthcare fields. The 

demand for data analysis in real-time has led to the 

creation of Big Data analytics. Big Data analytics is a 

process of extracting useful information from large 

volumes of data to make optimal (best) decisions. The 

size of data has considerably grown in the last decade, 

with the emergence of social networks, Internet of 

Things, cloud computing and other technologies. The 

rapid increasing of data volume, along with the 

promises potential opportunities for all sectors of 

society, creates problems for data mining and 

information processing [2]. Dealing with these data can 

be supported by Deep learning capabilities, especially 

its ability to deal with both the labeled and unlabeled 

data, which are often collected abundantly in Big Data. 

Deep learning is an attractive research topic that 

belongs in Artificial Intelligence (AI). DL refers to 

machine learning techniques that based on supervised 

and unsupervised methods for automatically learning 

hierarchical representations in deep architectures. It has 

achieved unprecedented success in applications of 

essential fields such as computer vision, speech and 

audio processing, and natural language processing [3-

7]. 

The ability of Deep learning to extract high-level, 

complex abstractions and data representations from 

large volumes of data, especially unsupervised data, 

makes it attractive as a valuable tool for Big Data 

analytics [4-6]. More specifically, Big Data analytics 

problems such as semantic indexing, data tagging, fast 

information retrieval and discriminative modeling can 

be better addressed with the aid of Deep Learning. In 

addition, there are need to use of Deep learning 

methods in solving of different problems that faced Big 

Data analytics such as fast moving streaming data, 

highly distributed input sources, noisy and poor quality 

data, high dimensionality, scalability of algorithms, 

unsupervised and un-categorized data, limited 

supervised / labeled data and format variations of raw 

data.  

The aim of this paper is to discuss the challenges 

posed by Big Data analysis and the deep learning 

techniques that can be used to solve these challenges. 

Big Data analytics and its challenges. Big Data 

provides great opportunities and transformation 

potential for various sectors, but also creates problems 

for data mining and information processing. Analyzing 

data and obtaining knowledge and useful information 

from them is important for making new scientific 

discoveries and making effective business decisions. 

However, it is not possible to achieve good results 

without effective and qualitative data analysis. Big 

Data analysis is still difficult due to 1) the complex 

nature of Big Data, including 4Vs (that combined 

features such as volume, variety, velocity and veracity), 

2) the need for scalable and high-performance methods 

and algorithms in real-time analysis of various 

structured large-scale datasets that moved at high speed 

[8].  

Large volume of unprocessed data, which is 

mainly consisted of uncategorized data (unsupervised), 

makes routinely problem to traditional computing 

tools, requires a scalable storage and a distributed 

strategy for data analysis. 
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Big data is often collected from different sources 

(for example, websites, social networks, sensors, etc.) 

and has different and more complex formats 

(structured, unstructured). Combining and processing 

of this data which it has different sources and structures 

is difficult task [9].  

Data is rapidly generated and transmitted in real-

time. If the data is not processed rapidly that 

transmitted in the form of a stream, there may be a loss 

of data (This could be any sensitive information that 

needs to be processed in a timely manner). But 

traditional systems are not sufficient for dynamic 

moving data analysis. 

The reliability of Big Data depends on the validity 

or usefulness of the results obtained from the data 

analysis. Veracity feature measures the accuracy of 

data and its potential use for analysis. As the sources 

and number of types of data increases, the accuracy and 

quality of the data is also under suspicion. For example, 

transmitted data via sensor devices is considered more 

reliable than social media data.  

Currently, various analytical methods are 

available, including data mining, visualization, 

statistical analysis and machine learning. Machine 

learning is one of the most widely used data mining 

methods in Big Data analytics. 

Below, have been reviewed some of the 

difficulties encountered in the application of machine 

learning analytics solutions to Big Data.  

Traditional Machine learning algorithms as a rule 

don't scale to Big Data. The main difficulty is related to 

their limited memory. Online learning and distributed 

learning algorithms that applied to training in Big Data 

base in order to remove the memory limitation are also 

not sufficient for data flow training [10].  

First, the size of the data is much greater than the 

potentials of online or distributed learning methods. 

Consecutive online training of Big Data on a single 

machine requires a lot of time. On the other side, 

learning distributed by large numbers of machines 

reduces gained efficiency per machine and affects the 

overall performance. 

Secondly, the combining of training and 

forecasting in real time has not been studied at an 

appropriate level [8]. 

The challenge of scaling Big Data until required 

size is a problem that machine learning algorithms can 

encounter. There are many machine learning 

algorithms, such as large-scale recommender systems, 

natural language processing, association rule learning, 

ensemble learning, that still face the problem of scaling 

[11].  

At the same time velocity, volume, diversity and 

so on. challenges are problems that all types of machine 

learning algorithms can encounter [12].  

When machine learning (ML) methods are applied 

to solve Big Data classification problems, they face the 

following challenges:  

The trained ML method on labeled datasets may 

not be suitable for another datasets, ie the classification 

according to different databases may not be valid;  

The ML method is usually trained using a certain 

number of class types, and thus a large varieties of class 

types found in a dynamically growing datasets will 

cause to inaccurate classification results; 

The ML method has been developed on the basis 

of a single learning task and therefore they are not 

suitable for today's multiple learning tasks and Big Data 

analysts' knowledge transfer requirements [13]. 

Classification methods such as decision tree 

learning, Naive Bayes classifier, and k-nearest 

neighbor (k-NN), etc. have limitations to Big Data 

applications. Criteria of decision trees are chosen based 

on some quality measures, which requires handling the 

entire data set of each expanding nodes. This makes it 

difficult for decision trees to be used in Big Data 

applications. SVM shows very good performance to 

data sets in a moderate size. It has inherent limitations 

to Big Data applications [10].  

Applying the distributed data-parallelism patterns 

in Big Data Bayesian Network (BN) learning faces 

several challenges too [10].  

Researches show that Big Data Analytics faces a 

number of other challenges in addition to problems 

posed by the four Vs.  

Thus, most traditional methods of data analysis do 

not have a scaling character and do not work in a 

parallel computing condition. Traditional machine-

learning techniques and feature engineering algorithms 

are limited in their ability to process natural data in their 

raw form [10].  

The characteristics of Big Data are need for 

training robust modern machine learning models. One 

of the most efficient techniques used to do so is Deep 

Learning. DL architectures have gained more attention 

in recent years compared to the other traditional 

machine learning approaches. Figure 1 shows the 

searching trend of five popular machine learning 

algorithms in Google trends, in which DL is becoming 

more popular among the others.  
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Figure 1. The trend of five popular machine learning algorithms 

 

Deep Learning machine-learning technique is 

more powerful to resolve data analytical and learning 

problems found in huge data sets. 

Deep learning techniques for Big Data 

analytics. Applications of deep learning to Big Data 

analysis grew rapidly in the last years. The bibliometric 

analysis in several leading science databases of the 

world is one of the main factors showing the wide 

application of Deep learning in Big Data analytics. For 

instance, if only one research work could be found 

according to the defined search keys, queries in 2013, 

the number of scientific-research works has shown an 

exponential increase, starting from 2016. Note that, in 

the last five years, generally, there are more than 600 

research papers published in the Web of Science, 

Google Scholar and IEEE Xplore science databases on 

the application of deep learning in the field of 

processing and analysis of Big Data. The dynamics of 

researches over the years in the mentioned databases 

has been given in Figure 2. As seen from the Graph, the 

number of scientific-research works has shown an 

exponential increase in 2018 and 2019. 

Most deep architectures are based on neural 

networks and can be considered as a generalization of 

a linear or logistic regression. When a network has 

many layers it is often called ’deep’ or a deep neural 

network (DNN). DNN uses a multilayer architecture to 

learn, classify, and represent. DNNs are one of the most 

widely used machine learning classifiers for their 

feature extraction methods and good performances in 

terms of practical problem solving [14]. The main 

advantage of DNN algorithms is that as the number of 

samples to be learned increases, classification accuracy 

also improves. 

 

 
Figure 2. Distribution of primary studies across Web of Science, Google Scholar and IEEE Xplore libraries. 
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Various deep learning models have been 

developed in the past years. The deep learning models 

include convolutional neural network (CNN) and 

recurrent neural network (RNN), deep belief network 

(DBN) which are most widely used models. Most of 

other deep learning models can be variants of these 

deep architectures.  

CNNs are one of the most widespread deep 

learning algorithms that used in Big Data analytics due 

to their hierarchical and neural structures. CNN has 

achieved great success in many applications such as 

image analysis, face identification, speech recognition, 

text understanding and so on [7].  

CNN has a significant tendency in features 

learning [14]. In researches, CNN algorithms have been 

used to improve any concrete algorithm or to classify 

data. For example, F. Wu et al. [15] have developed a 

new algorithm for image recognition using CNN. The 

CNN algorithm proposed by the authors consists of two 

components: 1) a multi-layer architecture consisting of 

several layers that gradually learn image 

representations from raw pixels; and 2) a loss layer that 

provides deep network to learn better examples for 

specific issues. But Pouyanfar and Chen [16] used 

CNN to carry out experiments on a challenging 

“multimedia task, specifically concept and image 

classification”. 

Recurrent neural network considered as another 

class of deep networks for unsupervised / supervised 

learning that is very powerful for modeling sequence 

data (e.g., speech or text). RNN learns features for the 

series data by a memory of previous inputs that are 

stored in the internal state of the neural network. Unlike 

traditional networks, where inputs and outputs are 

independent of each other, the recurrent neural network 

captures the dependency between the current sample 

with the previous one by integrating the previous 

hidden representation into the forward pass.  

The recurrent neural network and its variants have 

achieved super performance in many applications such 

as natural language processing [17], speech recognition 

[18] and machine translation [19]. These networks and 

specifically one RNN-variant, the Long Short-Term 

Memory (LSTM) network received the most success 

when working with sequences of words and 

paragraphs, generally referred to as natural language 

processing [7].  

DBN model is used by many researchers to 

efficiently and accurately process Big Data. In 

partically, a graphical processing unit (GPU)-based 

model using stacked Restricted Boltzmann Machine 

(RBM) in parallel to handle large volume of data with 

minimized process time. The power of deep learning is 

that it can train and handle millions of parameters at a 

time. Several restricted Boltzmann machines can be 

stacked into a deep belief network [21]. 

TensorFlow has been one of the most popular 

frameworks of deep learning algorithms used when 

applied to Big Data, or when building algorithms for 

Big Data from deep learning algorithms or machine 

learning algorithms. For example, Zhang et al. [22] 

used a new tensor-based representation algorithm for 

image classification. Novikov et al. [23] used a 

tensorizing learning model based on the tensor-train 

network.  

In [24], authors have used deep learning in Big 

Data for feature learning having different form of data. 

Tensor auto-encoder (TAE) is used to for features 

learning from heterogeneous data. To model the 

nonlinear relationship of data, authors have used 

tensor-based data representation.  

The TF framework is more applied in fields such 

as image recognition and speech recognition. 

There are other algorithms which have been 

applied to Big Data analysis. These algorithms are 

mainly derived from the modification of these general 

deep learning algorithms.  

Deep learning approaches to Big Data 

analytics. The Big Data application prosess generally 

includes stages such as data generation, data 

management, data analytics, and data application. Big 

Data analytics, which is considered the most important 

phase in the whole chain, refers to the process of 

discovering patterns from data. In this stage, there are 

several challenges (such as high dimensionality, 

scalability of algoritms, fast moving streaming data, 

noisy and poor quality data and so on), which is made 

Big Data analytics much more difficult and 

complicated than normal-sized data analytics [25].  

In this section have been provided current deep 

learning approeches to Big Data analytics. 

Heterogeneous data integration. Big Data is 

usually collected from different domains which 

consists of multple modalities. Each modality has a 

different representation, distribution, skale, and 

density. For example, text is usually represented a 

discrete word-count vectors, but an image is 

represented by real values of pixel intensities [26]. The 

using of existing methodologies for the processing of 

such data is almost impossible. The solution of this 

problem is possible owing to the integration of 

heterogeneous data. 

Deep Learning is more fitting for heterogeneous 

data integration due to its potentiality of learning 

variation factors of data and providing abstract 

representations for it. Deep learning has been 

demonstrated to be very effective in integrating data 

from different sources [3]. Some multi-model deep 

learning models have been proposed for heterogeneous 

data integration. 

For example, Ngiam et al. [27] developed a multi-

modal deep learning model to learn representations by 

integrating audio and video data. Srivastava and 

Salakhutdinov [28] developed a multimodal Deep 

Boltzmann Machine (DBM), for text data and image 

objects feature learning. 

Ouyang et al. [29] presented multi-modal deep 

learning model, called multi-source deep learning 

model aims to learn non-linear representation from 

different information sources. In this model each source 

of information is used as input data for the two hidden 

layers deep learning model. Extracting features 

separately are then combined for joint representation. 
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Generally, though the architecture of the proposed 

multi-modal deep learning models is different, their 

ideas are similar. In particular, multi-modal deep 

learning models firstly learn features for single 

modality. Then learned features are combined as the 

joint representation for each multi-modal object. These 

models have been achieved more superior productivity 

than traditional deep neural networks for heterogeneous 

data feature learning. However, these models combine 

the learned features of each modality in a linear way. 

So they are far away effective to capture the complex 

correlations over different modalities for 

heterogeneous data. In order to eliminate this problem, 

Zhang et al. [30] presented a tensor deep learning 

model, called deep computation model, for 

heterogeneous data. 

Classification of high dimensional data. Big Data 

in specific domains is often super-high dimensional. 

Generally, with the increase of the data dimension, the 

required amounts of time or memory go up 

exponentially. The problem is that existing machine 

learning and data mining algorithms are not well 

scalable to high-dimensional data (such as, images), or 

are not computationally efficient. 

 Chen at al. [31] developed marginalized stacked 

denoising autoencoders (or mSDAs) which scale 

effectively for high-dimensional data and is 

computationally faster than regular stacked denoising 

autoencoders (SDAs).This approach marginalizes 

noise in SDA training and therefore does not require 

other optimization algorithms to learn parameters.  

Zhang et al. [22] proposed a new tensor-based 

representation algorithm for image classification. The 

algorithm is realized by learning the parameter tensor 

for image tensors which the algorithm preserved the 

spatial information of image. 

Convolutional neural networks also can scale up 

effectively to high- dimensional data. On ImageNet 

dataset with 256×256 RGB images, CNNs producted 

state-of-the-art results [32]. For instance, Krizhevsky et 

al. [32] trained one of the largest Deep Convolutional 

Neural Networks (DCNN) to classify ImageNet 

LSVRC-2010 contest which comprises 1.2 million 

high-resolution images belonging to 1000 different 

image classes. İt is one of the most well-known CNN 

architectures for classification. This large DCNN 

consists of 650,000 neurons with 60 million parameters 

and eight layers. 

Josef Haupt et al. [33] trained one of the largest 

Deep Convolutional Neural Networks (DCNN) to 

classify PlantCLEF 2017 dataset containing 10.000 

different plants classes. Autors used the Inception, 

ResNet and DenseNet architectures to solve this 

complex task. Most of models were trained on the noisy 

data set. An ensemble consisting of a ResNet50 and two 

DenseNet201 with fine-tuned class weights reached a 

top1-accuracy of 77% on the test set.  

 Maggiori et al. [34]. proposed an end-to-end 

framework for the dense, pixel-wise classifcation of 

satellite imagery with convolutional neural networks. 

 The above Deep Learning algorithms for Big 

Data Analytics involving high dimensional data are not 

sufficient, and requres new methods for better 

performance of DL techniques to handle high-

dimensional data. 

Scalable computation ability. A Big Dataset often 

includes a large number of attributes and many class 

types of samples, so some frequently used data mining 

and machine learning algorithms, is not work well. In 

order to learn features and representations for large 

amounts of data, some large-scale deep learning models 

have been developed. They can nealy grouped into 

three categories, such as parallel deep learning models, 

GPU-based implementation, and optimized deep 

learning models [7]. 

Existing deep learning systems commonly use 

data or model parallelism, but unfortunately, these 

strategies often result in suboptimal parallelization 

performance. Z. Jia et al. [35] proposed FlexFlow, a 

deep learning system that automatically finds efficient 

parallelization strategies for DNN applications. Autors 

evaluate FlexFlow with six real-world DNN 

benchmarks on two GPU clusters and show FlexFlow 

significantly outperforms state-of-the-art 

parallelization approaches. 

Dean et al. [36] determined the possibility of 

training a deep network with billions of parameters 

using tens of thousands of CPU cores. Autors have 

developed a software framework called DistBelief that 

can utilize computing clusters with thousands of 

machines to train large models. DistBelief needs 16 

thousand CPU cores to train a large deep learning 

model with 10 million images and billion parameters. 

Sun et al. [37] presented techniques to accelerate 

distributed training of DNN on GPU clusters. They 

used two clusters: a cluster with 16 machines, each 

having 8 Pascal GPUs and a cluster with 64 

machines,each having 8 Volta GPUs. 

Coates et al. [38] deployed a less expensive cluster 

of (GPU) servers and also Commodity OFF-The-Shelf 

(COTS) HPC technology with a high-speed 

communication network to cordinate distrbuted 

computations. This system is capable to training for 1 

billion parameters networks on just 3 machines in a few 

days and is capable sealing up to 11 billion parameters 

with 16 machines. Therefore, this system is affordable 

for everyone who wishes to explore large scale 

systems. 

 Novikov et al. [23] proposed a tensorizing 

learning model based on the tensor-train network. 

Autors converted the neural network to the tensor 

format to use the tensor-train network to compress the 

parameters. This method could reduce the 

computational complexity and improve the training 

efficiency in the back-propagation procedure. 

There is a need to develop new algorithms for 

scalable deep learning which make it suitable for high 

dimensional data processing and analysis. 

High-velocity data feature learning. One of the 

challenging aspects in Big Data Analytics is dealing 

with streaming and fast-moving input data. The data 

stream is generated at an extremely fast speed, and its 

distribution characteristics are in high-speed dynamic 

changes, which must be processed in real time. Deep 
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learning to handle streaming data, as there is a need for 

algorithms that can deal with large amounts of 

continuous input data. In recent years, a lot of 

incremental learning methods have been presented for 

high-velocity data feature learning. 

Zhou et al. [39] proposed an incremental feature 

learning algorithm to determine the optimal model 

complexity for large-scale datasets based on the 

denoising autoencoder. The model quickly converges 

to the optimal number of features in a large-scale online 

setting. In addition, the algorithm is effective in 

recognizing new patterns when the data distribution 

changes over time in the massive online data stream. 

Calandra et al. [40] demonstrated Adaptive Deep Belief 

Network to learn from online, nonstationary stream 

data.  

Y. Li and et al. [41] proposed an incremental high-

order deep learning model based on parameter updating 

and structure updating to meet the requirements of 

dynamic Big Data online analysis and real-time 

processing. The model has the ability to incrementally 

learn the characteristics of new data online, also retains 

the ability to learn the original data features, and real-

time processing of dynamic data streams.  

Noisy and poor-quality data feature learning. 

There are a huge number of noisy objects, incomplete 

objects, inaccurate objects and imprecise objects in Big 

Data. This low-quality data is widespread in Big Data. 

For example, there are over 90% missing attribute 

values for a doctor diagnosis in clinic and health fields. 

Some traditional learning algorithms have obviously 

not been valid for processing the data with 90% missing 

values [25]. 

In the past few years, some methods have been 

proposed to learn features for poor-quality data. 

Wang and Tao presented a non-local auto-encoder 

model to learn reliable features for corrupted data [42]. 

The model achieved high performance in image 

denoising and restoration. Mao et al. [43] proposed a 

very deep fully convolutional auto-encoder network for 

image restoration. Since this method is based on 

convolutional operations, its main limitation is the local 

nature of the extracted features. 

In [44], a deep convolutional neural network has 

been proposed for image denoising, where residual 

learning is adopted to separating noise from noisy 

observation.  

Bu et al. [45] proposed an imputation auto-

encoder model to learn features for incomplete objects. 

The simulated incomplete object is obtained by setting 

a part of attributes values of the original object. The 

imputation autoencoder model takes the incomplete 

object as input and output the reconstructed object. 

Recent methods based on CNNs can only operate 

local similarities and they are incapable to capture non-

local similar to itself patterns, which have been highly 

successful in model-based methods. In order to exploit 

both local and non-local similarities, in [46], has been 

proposed a graph-convolutional neural network, to 

perform image denoising. This method provides the 

best visual quality, recovering finer details and 

producing fewer artifacts.  

Open research issues. Researches show that 

significant progress has been obtained in the 

application field of deep learning algorithms in Big 

Data analytics. DL sufficiently simplifies solution of 

Big Data analytics problems as analysis of large data 

volumes, semantic indexing, data tagging, information 

retrieval, classification and prediction [4]. At the same 

time, deep learning has achieved limited progress in the 

field of stream data and low-quality data processing, 

model scaling, distributed computing, and high-scale 

data processing. Below have been outline several open 

issues and research trends.  

1) Continuous increasing of volume of Big Data 

makes it necessary to create more large-scale deep 

learning models. Such large-scale deep learning models 

that can be trained for Big Data may no longer be 

effectively trained, depending on the available 

techniques and computing power. It is important to 

create new learning structures and computing 

infrastructures in the future to solve this problem. 

2) Modern multi-modal deep learning models 

simply combine in a linear form the learned features of 

each modality. This often does not lead to the necessary 

results. There is need to investigate the effective fusion 

ways of learned features to improve the productivity of 

multi-modal deep learning models. At the same time, 

deep computational models have a large number of 

parameters that caused their high computational 

models. 

3) Most of the integrated learning algorithms that 

based on updates of parameters or structure are 

effective only for a hidden, layer, traditional learning 

models. There is a need to research of the application 

possibilities of integrated learning algorithms to deep 

learning models and deep architectures. 

4) It is important to investigate reliable deep 

learning models for low-quality data in the near future, 

due to the rapid growth of low-quality data. 

5) There is a need to develop new parallel and 

distributed algorithms/frameworks for scalable deep 

learning models.  

Conclusion. In this paper has been investigated 

how deep learning algorithms and architectures are 

used to solve Big Data analytics problems. An 

overview of significant literature according to the 

application of Deep Learning in different domains 

showed that Deep Learning has the potential 

opportunities to the solving of many analytics and 

learning challenges faced by Big Data analytics unlike 

traditional machine learning methods. But while Big 

Data offers enough training objects for deep learning, it 

creates problems for large scale, heterogeneity, noisy 

labels, and non-stationary distribution, among many 

others. In order to realize the full potential of Big Data, 

we need to address these technical challenges with new 

ways of thinking and transformative solutions. For this 

reason, there is need for extensive investigates in the 

field of deep learning the future. 
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